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Abstract: Industrial Ethernet is a new trend in technology designed to replace the traditional industrial solutions such as
point to point and field bus systems. The paper aims studying Industrial Ethernet performance under hard real time system
conditions. Substation automation system is chosen to be the environment in which Industrial Ethernet was assumed to be
installed. OPNET package is used to simulate the behavior of such a system. From running the simulation model, the different
parameters affecting the system performance were determined. Three solutions are presented to enhance real time
performance of Industrial Ethernet. First of all, the negative effect of FTP transfer to an industrial node is solved using a new
method called FTP traffic shaping which is presented to enhance the performance of the system while keeping the same nodes
performance. The second direction is to enhance nodes operation using multicasting/VLAN techniques. The third motivation is
studying the effect on non real time traffic flowing between non industrial nodes on the system behaviour; different techniques
were suggested to enhance the network performance and a modified Etherchannel switch architecture is proposed.
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1. Introduction

Many field bus vendors are moving forward to unify
their efforts to establish a common network for their
industrial solutions. Industrial Ethernet was chosen to
be that solution. Industrial Ethernet uses all types of
the protocols of traditional Ethernet including the
Transport Control Protocol (TCP), the Internet
Protocol (IP) and the media access and signaling
technologies found in all Ethernet networks [14],[9].

The present paper focuses on  Internet Protocol (IP)
communication and the use of standard Ethernet for
automation networking. This direction agrees with the
motivation of the Industrial Ethernet initiative
EtherNet/IP [9],  Interface for Distributed Automation
(IDA) [12], and Foundation Fieldbus High Speed
Ethernet (FF HSE) [12]. By contrast, another body of
real-time Ethernet based systems use special
proprietary protocols, optimized stacks or both. This is
the case for Ethernet Powerlink [17], Ethernet for
Control Automation Technology (EtherCAT) [13], and
PROFINET Isochronous Real-Time (IRT) [30].

Recently, many studies have been published to
study the suitability of using Ethernet as a control
network and to test its performance in the industrial
environments. The main goal of these researches is to
modify the latency , determinism , protocols,
availability and intelligence of Ethernet. Many of the
papers present a software based solutions to enhance
operating system, application layer or network stack of

the end nodes. Another direction is to modify the
design of network hardware (Network Interface
Card(NIC) and switches)[33, 34, 35, 22, 27, 25, 18, 24,
7, 6, 32, 36, 20, 16, 26].

There are three basic techniques for evaluating the
performance of such networks: analytical modeling,
simulations, and real-life measurements. Evaluation by
simulation is probably the most compelling generic
technique for predicting network performance and has
been used for decades by various research
communities, including those engaged in automation
research [34–25].

In this paper, OPNET package was chosen to be the
research tool. OPNET (Optimized Networks) is an
advanced package that allows the user to design and
study communication networks, devices, protocols, and
application [14, 9]. OPNET was used to simulate
different types of computer networks working in
different environments. Another use of OPNET is to
simulate industrial networks [14, 11, 12]. This is done
by using the general blocks of OPNET and feeding
them with the important parameters of industrial
protocols to simulate the behaviour of such networks.

This paper aims studying Industrial Ethernet
performance under hard real time system conditions.
Substation automation system was chosen to be the
environment in which Industrial Ethernet was assumed
to be installed. The current work makes use of the
results obtained by T. Sekie et. al. [11, 12] and build
up on them to start a new approach to enhance the real
time performance of Industrial Ethernet.
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The rest of the paper is arranged as follows : section
II gives an introduction to substation automation
concepts. Section III explains the simulation procedure
with the results of the reference case. Section IV
introduces the FTP traffic shaping method with its
advantages, while sections V and VI introduce
Multicasting/VLAN and Modified Etherchannel
techniques. At last, In section VII, all the above
methods were combined to obtain the optimum
performance case.

2. Substation Automation System

A substation is a large number of switchgears
controlled, supervised and protected by a Substation
Automation System (SA). The Substation Automation
System (SA) is a network of functions realized inside
devices strongly interacting as a system. The
Substation Automation System (SA) comprises full
station and bay protection as well as control,
monitoring and communication functions and provides
all functions required for the safe and reliable
operation of the substations. A typical high voltage
substation connects 3-10 transmission lines (feeder
bay); two or more power transformers (transformer
bay) and has a physical dimension of hundreds of
meters [11].

For protection purposes, reaction times of the
complete system must be in the order of 4-10 ms (1 ms
for extra high performance systems) between fault
occurrence and circuit breaker deenergising. Other
monitoring includes the state of the electrical process,
currents and voltages, status information from circuit
breakers, gas insulation units and more [14].
Communication requirements for the substation were
implemented using different techniques, such as point-
to-point and field bus systems (especially Modbus type
[10]). Industrial Ethernet was entered strongly into this
field and unified efforts of different organizations
result the development of the International Standard –
IEC 61850 – Communication Networks and Systems
in Substations [14].

A typical layout for a substation consists of several
sub networks. Each sub network (bay) consists of the
following components [11, 31, 28, 5]:

• (8) Intelligent Electronic Devices(IEDs)  used as
sensors (Sn) to measure different quantities at
different sampling rates.

• (3) IEDs work as actuators (ACn) for different
purposes (e.g., circuit breaker).

• One local controller which has the following
functions:

• Connection to remote centres (SCADA system
purposes)

• Automation and local control

Also, there is a global controller responsible for the
whole substation’s automation and protection

functions. In addition, global controller can take the
tripping actions of any local controller in the case of its
malfunction.

In the control room, there is a computer used for:

• Operator interface for monitoring and control of the
entire substation

• Maintenance interface
• System administration interface.

This is called Human Machine Interface (HMI).

3. Simulating Industrial Ethernet
Performance in Substation Automation

An OPNET model (represents five sub networks
substation automation system) is built to test the
performance of Industrial Ethernet under hard real time
conditions (with 1ms as the dead time). The different
parts of the model have the performance listed in table
(1) [12].

Table 1.  Industrial Ethernet Performance

Ethernet Type
Fast Ethernet (Data Rate:100
Mbps)

Sensors packet processing rate 5000 Packet/s

Actuators packet processing rate 5000 Packet/s

Local controller’s packet processing
rate

10000 Packet/s

Global controller’s packet
processing rate

30000 Packet/s

Cables Types
UTP for short distances-Fiber
optics for long distances

The traffic pattern (which represents the control
activities of the different parts of the substation
automation system) presented in references [10-12, 5]
is adopted and it can be summarized as listed in table
(2) (The detailed description of the protection
algorithms for the substation is beyond the scope of
this paper).

Table 2. Traffic Pattern of a typical substation Automation System

Source Destination Packet / s Length

S1-S2-S3 Local Cont.- AC1-
AC2-Global Cont.

1000 32 Byte

All Sensors Local Cont.-AC1-AC2 10 32 Byte

Local Cont. AC3 250 16  Byte

G. Cont. AC3’s in all subnet’s 250 16 Byte

HMI S1-S2-S3-Local Cont.-
Global Cont.

1 file each 1Mbyte

Local Cont.-
Global Cont.

HMI 2 file/min. 1Mbyte

As listed in the table, UDP protocol is used to transfer
time critical data (measured samples) while TCP is
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used to transfer administrator’s configuration
information to some nodes. SCADA information is
transferred periodically form global controller and
from each local controller (summery of Bay data) to
HMI in the control room for monitoring and control
purposes. The traffic in the table, represent the traffic
in one bay (sub network) and it is repeated in the other
bays.

The metrics used to evaluate the performance of
Industrial Ethernet are [12]:

• Local Latency: {the latency measured from the
application layer in the sensors to the application
layer in the local controller} + {the latency
measured from the application layer in the local
controller to the application layer in the circuit
breaker}.

• Global Latency: {the latency measured from the
application layer in the sensors to the application
layer in the global controller} + {the latency
measured from the application layer in the global
controller to the application layer in the circuit
breaker}.

3.1. Comments on the Simulation Results

From running the simulation model, different statistics
(which explain the behaviour of the system) were
collected as follow:

3.1.1. Traffic map of the Substation Automation
system

The complete traffic flow of the control data packets
on the network is shown in figure (1). The values
shown in the figure are calculated by the simulation
program as follows:

By taking node (S1) as an example, the throughput
(actual data rate on a network channel) can be
calculated by multiplying the packet production rate
(4030 Packet/S) by the packet size (32 Byte + headers
at different network’s stack layers), which results in
(3.8 Mbps).

Figure 1. Traffic Map of the Reference Case.

The throughput on each segment represents low
utilization of the whole channel capacity (100
Mbps).That means, congestion problem (nodes traffic
exceed channel capacity) is avoided and hence,
Ethernet delay has a minimal effect on the total
latency. FTP traffic causes a transit increase in the
throughput values shown in the traffic map.

3.1.2. Local and Global Latency

Figure (2) shows the change in local and global
latencies over simulation time. The following
observations could be extracted from the graphs:

• Most of the latency is concentrated inside the node’s
network stack.

• Latency graphs have two regions: constant latency
region and unstable region (since the system fails to
respond within the dead line time of (1ms)).

Constant latency region represents the system
behaviour when the traffic on the network is of the real
time data only.

The value of this latency is less than (1ms) which
responds successfully to the real time bounds of the
system. However, this value is still relatively high,
because for each measured sample , the sensors IEDs
generate four packets addressed to four different
destinations( refer to table (2)).This gives a  rise to the
node’s CPU utilization (see Table(3)) and generates
more queuing delay inside the nodes, and all that
increase latency.

The unstable behaviour of the system shown in
Figure(2), is coming up from the highly loaded nodes
that are subjected to more traffic during the file
transfer operation which adds more delay to the packet
generation operation and hence, increased latency. File
transfer protocol (FTP) is used to handle the operation
of file transfer and it needs a maximum time of (3.5 s )
to complete its task.

• Global latency has a lower value than local latency.
This is caused by the higher processing capabilities
of the global controller compared to local controller.
On the other hand, the Ethernet delay to the global
controller has an average value of (67 μS) while the
average value of Ethernet delay on the local
controller is equal to (46 μS) .This assures that
Ethernet delay (in this model) has a minor effect on
the total latency.

• The small peaks in the graphs were caused by the
upload operation (SCADA information transfer)
from the controllers to the control room.

• The Sensor nodes (especially S1-S3) suffer from a
higher utilization of their associated CPU more than
other nodes, See table (3)
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Figure 2. Global & Local Latency Change over Simulation
Time

Table 3. CPU Utilization of the Substation Nodes
Node Associated CPU Utilization %
Global Controller 60%
Local Controller 34%
S1-S3 83%
S4-S8 1%
AC1,AC2 31%
AC3 10%

4. Enhancing Industrial Ethernet
Performance Using FTP Traffic Shaping
Technique

As shown earlier in figure (2), the effect of transferring
a file to a working industrial node is quite clear. The
high arrival rate of the FTP byte streams to the node
creates a new task which delays the packet production
operation and hence, increases latency. The FTP effect
on latency depends mainly on the transferred file size,
see figure (3).

A possible method to solve this problem is to use a
higher node’s processor performance [29]. Another
technique is to implement some TCP/IP software tasks
in hardware [3].However, these methods suffer from
high cost and compatibility problems [12].

Figure 3. Effect of FTP File Size on Latency.

In this paper, a new method is presented to enhance
the performance of the system while keeping the same
nodes performance. The new method is based on
inserting Quality of Service(QoS) concepts in the
application layer FTP program. Our idea depends on
the deceleration of the FTP traffic forwarded (from
HMI) to certain nodes. Instead of sending FTP streams
in the form of a sudden burst, it is divided into small

segments with a certain time periods (gaps) between
them .This arrangement gives the nodes (especially,
sensors) enough time to generate their ordinary data
packets within their real time bounds. This technique
we call FTP traffic shaping because it enforce FTP
traffic to take a certain manner. In order to achieve
this, changes must be added to the operation of the file
transfer protocol. Flowchart shown in figure (4)
illustrates the operation of the proposed protocol. In
this case, it is important to calculate both segment size
and inter request time between segments.

Figure (4): The Proposed FTP Operation

In order to find the optimal values for both segment
size and inter request period, the following steps were
followed   :

• Finding the relation between maximum latency and
file sizes, see Figure (5). From this relation, the
segment size was chosen to be the maximum file
size that makes no change in the latency. This
choice decreases the number of segments, which
minimizes both overhead processing and the total
FTP response time.

• Finding the FTP response time to the different file
sizes in step (1), as shown in Figure(6). The gap
period is chosen to be slightly more than the FTP
response time of the chosen segment size.

Using the above procedure, for 20kByte segment size,
the value for the inter request time is (0.25 s). The
choice of the gap time between segments takes into
consideration a compromise between latency and FTP
response time. From figures (7 & 8), choosing large
values of inter-request time (in order to get low latency
values) results in large value of FTP response time
Returning to the case of (1Mbyte) file size, it was
divided into (50) segment, each sent separately using
FTP which results the system behaviour shown in
figure 9.
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Figure 5. Maximum Latency Variation against Different Files
Sizes.

Figure 6. FTP Response Variation against Different Files Sizes.

Figure 7. Effect of Inter Request Period on Latency

Figure 8. Effect of Inter Request Period on FTP Response Time

Figure 9. Modifying Latency Using FTP Traffic Shaping

The upload operations done by the controller nodes
(SCADA system), have minor effects on latency (due
to the relative high processing capabilities of these
nodes), so that, FTP traffic shaping technique was not
applied in these nodes.
FTP traffic shaping method has a number of
advantages:

• It is an easy solution, needs minor software
changes in the FTP program installed on the
different nodes.

• The new method effectively enhances the real time
performance of the system.

• The adoption of this method gets rid of the
instability. Any file size could be downloaded or
uploaded to/from the nodes without any effect on
its operation.

However, this technique adds more delay to the FTP
response time (from 3.5s  to 12.5s).This could be
acceptable because file transfer operation is
considered as a non real time task.

5. Modifying Industrial Ethernet Behaviour
Using Multicasting / VLAN Techniques

It is noted in figure (2) that latency values are still
relatively high. Most of the remaining latency comes
from the originating nodes (sensors). The packet
generation technique used by the sensors follows the
unicast procedure.

Unicast procedure consumes CPU power and
resources of the industrial node (return to Table 3). In
addition, if the packet production rate is high, queuing
delay is created at different network layers of the
industrial node. All this adds extra delay to the total
value of the latency. Unicast is usually used when the
node intends to send to a specific destination .If the
node intends to send the same packet to multiple
receivers at the same time, multicasting technique is
used. Today, this technique is used by various internet
applications, such as: video conferencing, corporate
communications, distance learning, and distribution of
software, and news. The main contribution of
multicasting in these fields is to minimize channel
utilization, and hence, improves internet services
characteristics [29].

Some researchers [11, 12, 23] suggested (as a future
work) the use of multicasting to enhance the
performance of the real time systems. However, none
of them studied the effect of such a suggestion.  In this
paper, a comprehensive study to the effect of using
multicasting was made.
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5.1. Using Multicast in Industrial Ethernet

Multicast is based on the concept of grouping. A
multicast group is an arbitrary group of receivers that
expresses an interest in receiving a particular data
stream. This group has no physical or geographical
boundaries—the hosts can be located anywhere on the
Internet or any private network [29]. IP multicast
addresses specify a “set” of IP hosts that have joined a
group and are interested in receiving multicast traffic
designated for that particular group [29].

In this paper, IP multicast is used to enhance the real
time performance of Industrial Ethernet by modifying
packet generation process. Nodes were arranged into
several multicast groups according to traffic pattern
listed earlier in table (2). Table (4) detailed this
arrangement. Accordingly when sensors generates a
packet, its address is the value of IP multicast group
and therefore this packet is forwarded to all members
of the multicast group in the same time.

Table 4. Multicast Groups for Different Nodes

Multicast
Group 1

S1 - Local Controller – AC1 – AC2 – Global Controller

Multicast
Group 2

S2 - Local Controller – AC1 – AC2 – Global Controller

Multicast
Group 3

S3-Local Controller – AC1 – AC2 – Global Controller

Multicast
Group 4

S1 - Local Controller – AC1 – AC2

Multicast
Group 5

S2 - Local Controller – AC1 – AC2

Multicast
Group 6

S3- Local Controller – AC1 – AC2

Multicast
Group 7

S4 - Local Controller – AC1 – AC2

Multicast
Group 8

S5 - Local Controller – AC1 – AC2

Multicast
Group 9

S6 - Local Controller – AC1 – AC2

Multicast
Group 10

S7 - Local Controller – AC1 – AC2

Multicast
Group 11

S8 - Local Controller – AC1 – AC2

The multicast groups were fed into OPNET
simulation environment. The results obtained from
running the simulation show that CPU utilization of the
sensors falls (from 83% to 20%) which decrease the
delay inside those nodes. The positive effect of
multicasting technique on latency is shown in shown in
figure (10).

However, Multicasting causes an increase in
network traffic. The reason behind this increase
belongs to the fact that Ethernet switch do not have the
ability to forward multicast traffic to its intended
destinations only. Ethernet switch keeps a list of the
physical addresses of the nodes connected to it, if it
receives any packet carried a different destination
address (including a multicast group address), it will
forward it to all other ports except the one which come
from. This is called “flooding” [29]. In flooding, the
traffic on the network is increased and the nodes

receive more traffic, that most of it does not belong to
those nodes .This causes additional load on the node’s
NIC, and hence, more delay. In addition, Ethernet
delay increased (especially queuing delay in the
switches) because more packets are competing on the
same output port. In the internet, the problem of
flooding was solved by using Internet Group
Management Protocol Snooping (IGMPS) which is
installed on the network’s routers [8]. In the present
system, routers were not used. The alternative solution
is to use virtual LAN (VLAN) technique.

Figure 10. Latency Variation in Multicasting case.

5.2. Using Multicasting / VLAN in Industrial
Ethernet

One of the benefits behind using VLAN technique is
the isolation of the traffic of different multicast
groups[2]. This may solve the flooding problem
mentioned earlier. In order to investigate the
effectiveness of this solution, multiple VLANs were
created according to the multicast groups listed earlier,
see table (5).

Table 5. Dividing the Nodes into Different VLANs

VLAN1
S1 - Local Controller – AC1 – AC2 – Global Controller-

HMI

VLAN2
S2 - Local Controller – AC1 – AC2 – Global Controller-

HMI

VLAN3
S3-Local Controller – AC1 – AC2 – Global Controller-

HMI

VLAN4 S1 - Local Controller – AC1 – AC2

VLAN5 S2 - Local Controller – AC1 – AC2

VLAN6 S3- Local Controller – AC1 – AC2

VLAN7 S4 - Local Controller – AC1 – AC2-HMI

VLAN8 S5 - Local Controller – AC1 – AC2-HMI

VLAN9 S6 - Local Controller – AC1 – AC2-HMI

VLAN10 S7 - Local Controller – AC1 – AC2-HMI

VLAN11 S8 - Local Controller – AC1 – AC2-HMI

VLAN12 Local Controller- Global Controller-AC3
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The VLANs shown in the table above were
submitted to the OPNET environment. The available
type of VLAN in OPNET environment is port based
VLAN. The change in latency is shown in Figure (11)
and the traffic map of the network is shown in Figure
(12).

Figure 11. Latency Variation in Multicasting/VLAN Case

As compared to Figure (4), the traffic on the
network is greatly reduced and the flooding problem
was totally removed which affects positively on the
latency .The other gain beyond using Multicasting /
VLAN solution, is the optimized use of industrial node
resources, especially  the sensors CPU utilization,
which was reduced to (20%). Multicasting frees the
nodes from running the unnecessary tasks. At the same
time, partitioning the network to multiple VLANs,
guides the multicasting traffic to the intended
destinations only. It is also noted that the FTP response
becomes (3 s), which reflects the enhanced abilities of
the nodes to receive and process more traffic, without
threatening their primary tasks.

Figure 12. Traffic Map in Multicasting/VLAN Case

6. Effect of Network Delay on Latency

In the previous sections, it was shown that nodes
performance and their response to different traffic
types seriously affect on the system latency. This

section deals with the effect of network delay on the
system’s real time performance. Network (Ethernet)
delay depends mainly on the load offered to the
network. In the previous sections, the network
assumed to be lightly loaded compared to its 100
Mbps channel capacity, see figure (1). Therefore
network delay is considered to have a minor
contribution among all other factors. Ethernet delay
consists of three parts [17]: packet transmission time,
propagation delay (Propagation delay is relatively
small and could be neglected) and switch delay.

In this section, network behaviour with the presence
of non real time traffic (flowing between non industrial
nodes) is to be studied. This traffic was added as
background traffic, with a variable load conditions.
The effect of such traffic was evaluated, and three
different solutions were presented to minimize its
effect on latency. These solutions are based on either
limiting the amount of the added traffic or increasing
channel bandwidth of the network.

6.1. Network Delay Investigation

In order to investigate network delay causes and
effects, two nodes (computer1 & computer2) were
added to the substation network.

In the beginning, these two nodes were connected to
the same switch (SW3). The two nodes exchange a
TCP data with a total rate of 100 Mbps on the line. The
latency was measured and global latency only was
increased by a ratio of (1%). This little increase assures
the affectivity of the non blocking property of the
switch. This property allows any two ports to exchange
data without disturbing or blocking other ports on the
switch [15].

Now, computer1 & computer2 are connected to
switch1 and switch3 respectively and the load between
them is changed from (0 to 100 Mbps) while
measuring the maximum latency value. Figure (13)
indicates that the network delay becomes more
effective when the offered load exceeds (40Mbps), and
the network becomes more congested when the load
exceeds a value of (80Mbps).
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Figure 13. Effect of Non Real Time Traffic on Latency
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The main reason beyond the increase in network
delay, and hence latency, is the competition between
different traffic types. When the packets moved from a
switch to another, they pass through the ports that
connect the two switches. When the load increases,
more packets try to pass these ports which create more
queuing delay inside the switch (bottle neck point).

When the offered load becomes very high, the
queued packets inside the switches occupy most of its
memory, which force the switch's controller to take
one ( or both) of the following two actions[13,19]:

• Removing the packets that spent a certain time
inside the switch's memory (aged packets).

• Suspend accepting any further packets.

These network conditions; caused a very high delay to
packets (some packets do not reach their destinations at
all). Figure (14) shows the latency change when (100
Mbps) load is offered to the network. The latency
increment is unlimited, which disable the whole
network operation. It is noted that global latency has a
higher value than the local latency, because the packets
forwarded to global controller suffer from higher
Ethernet delay.
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Figure 14. Latency Performance with (100 Mbps)
Background Traffic

6.1.1. Solving Network Delay problem

Network delay problem could be solved by limiting the
non real time traffic offered to the network, increasing
the channel bandwidth between the switches or using
Quality of Service techniques. The first solution was
achieved by limiting the network connection to the non
industrial nodes via (10 Mbps). This is the easiest and
cheapest option. The ports, to which non industrial
nodes are connected, could be reconfigured to work at
10 Mbps speed. This puts an upper limit to the non real
time traffic contribution, which minimizes its effect on
the network delay. The simulation results (refer to
Figure (13)) show very stable network behaviour in the
presence of the (10 Mbps) traffic and the latencies
keep their values without any change.

The other solutions use either EtherChannel
technology or 10 Gigabit Ethernet to increase the
bandwidth between the switches. . In this paper, 10
Gigabit Ethernet is used to connect the industrial

network switches together, which increases the
bandwidth between them to 10 Gbps. This arrangement
allows both real time data and non real time data to be
existed on the same network without disturbing each
other. The simulation gives a maximum local latency
value of (1.6 ms) and (1.5 ms) for global latency.
However, 10 Gigabit Ethernet represents the highest
cost option. The above solutions were tested in
OPNET environment, assuming the presence of a (100
Mbps) non real time load to the network (worst
possible case in our model).

6.1.2. Using a Modified EtherChannel Technology
to Increase Channel Bandwidth:

EtherChannel technology builds upon standards-based
802.3 full-duplex Fast Ethernet to provide network
managers a reliable, high-speed solution for the
campus network backbone. EtherChannel technology
offers bandwidth scalability within the campus by
providing full-duplex increments of 200 Mbps to 8
Gbps [19, 12].

Fast EtherChannel and Gigabit EtherChannel port
bundles allow grouping multiple Fast or Gigabit
Ethernet ports into a single logical transmission path
between a switch and a router, server, or another
switch. Depending on the hardware, EtherChannel can
be formed with up to four compatibly configured Fast
or Gigabit Ethernet ports on the switch. All ports in an
EtherChannel must have the same speed.
In this paper, EtherChannel is used to enhance real
time performance of Industrial Ethernet and to solve
network delay problem caused by the network
congestion.

In OPNET environment, the number of
EtherChannels and             their speed were varied, i.e.,
the channel bandwidth. The goal is to find the
necessary amount of channel bandwidth to handle the
load offered to the network without affecting its
latency values. Table (6) lists the various possibilities
of EtherChannels and their corresponding latency
values. It is obvious that (4 Channels, 1 Gbps) option
gives the best latency results, and therefore network
delay problem could be completely vanished (the
system gives the same behaviour shown earlier in
Figure (2)). This choice allows the stacked packets in
the switch buffers to have multiple high speed (1
Gbps) paths to pass through, which decreases the
queuing delay inside the switch to its minimum value.

Table 6. Effect of EtherChannel Performance on Latency
Number of
Channels

Channel speed Maximum
Local Latency

Maximum
Global

Latency
2 100 Mbps 0.7 s 1.3s
4 100 Mbps 0.007s 0.15 s
2 1000 Mbps 2.1 ms 2.2 ms
4 1000 Mbps 1.8 ms 1.7 ms
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In spite of the clear advantage behind using
Etherchannel technique, simulation results show that
average utilization of each EtherChannel in the case of
( 4 Channels , 1 Gbps ), does not exceed (3%). It is
obvious that offered load consumes only a small
portion of the channels bandwidth, which can be
considered as waste of bandwidth with unnecessary
additional cost.

In order to fix this short come, i.e., using resources
optimistically, a special type of Quality of Service
(QoS) technique is adopted. New architecture for a
switch is presented in this paper to implement this
simplified (QoS) version. The main idea behind
introducing this design is to separate real time data
from non real time data. The operation of the new
switch can be described as follows:

• A new unit called “packets classification and
forwarding unit” is added to the Etherchannel unit.
Its duty is to classify and forward the packets to one
of the switch. Packet classification is crucial for real
time applications because it enables the switch or
router to differentiate the traffic streams and treat
them differently depending on their individual
requirements. Classification can be divided into two
parts; data extraction, where the relevant fields are
extracted from the packet header, and data
comparison, where the extracted fields are
compared to predefined data. The MAC addresses
of the industrial nodes are stored (by the network
administrator) in a lookup table inside this unit.

• When a packet arrives the switch, its “source &
destination MAC address” fields are checked by the
nodes classification unit (by comparing them with
the table mentioned above), and then forward the
packet to one of the Etherchanel ports. This
arrangement guarantees full isolation between the
two traffic types.

• Each one of the EtherChannels is reserved to one of
the traffic types, i.e., the packets coming out are
directly forwarded (by the EtherChannel controller)
to one of these channels.

The effect of the proposed architecture is added in the
OPNET environment, and the speed of the two
EtherChannels was chosen to be (100 Mbps). The
results obtained from running the simulation shows
that the proposed switch architecture is able to fully
isolate the two traffic types and gives a system
behaviour analogue to that shown earlier in figure(2)
(the reference case) which removes the negative effect
of Ethernet  delay on latency. In addition, the use of
two (100 Mbps) EtherChannels keep the cost to its
minimum value.

7. Combining All the Solutions Together

In this section, all the mentioned enhancements: FTP
traffic shaping, Multicasting/VLAN and network delay
solutions, have combined together. The simulation
model assumes the presence of non industrial nodes in
the network which exchange TCP packets at a rate of
(100 Mbps) on the line. The network was divided into
several Multicast/VLAN groups (as detailed earlier) to
enhance node operation. Also, FTP traffic shaping
method used the same values of segment size and Inter
request period. Modified EtherChannel technology was
used to protect the network performance against high
load conditions. The results obtained from running the
simulation is shown in Figure (15).
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Figure 15.  Modifying Latency Using All Proposed Solutions

8. Conclusions

In this paper, different techniques is introduced to
modify Industrial Ethernet performance and to enhance
its stability under different load conditions. These
methods have a number of advantages:

• The latency values are minimized to the lower
possible limits.

• The system performance is absolutely stable. The
various techniques give immunity against sudden
changes in network conditions.

• The network can be used to carry control data as
well as ordinary data (multi purpose network) in an
efficient manner.

• No change is made to the Ethernet standardization

References

[1] “IEC 61850 - An Overview for Users”, available
at: www.sisconet.com/downloads/SIPSEP,2004.

[2] “The Virtual LAN”, 3Com Inc, available at:
www.3com.com/nsc/200374.html,2002.

[3] “Understanding TCP/IP”, available at:
www.techsupportalert.com/pdf/c04100.pdf,2000.

[4] Ali Q., “ Enhancement of Industrial Ethernet and
its Performance Analysis”, PhD Thesis,
University of Mosul, 2006.

www.sisconet.com/downloads/SIPSEP
www.3com.com/nsc/200374.html
www.techsupportalert.com/pdf/c04100.pdf


Analysis and Design of a Guaranteed Real Time Performance Enhanced Industrial Ethernet 27

[5] Apostolov A., “Distributed Intelligence in
Integrated Substation Protection and Control
Systems”, ALSTOM Company, 1999.

[6] Cetikaya C. and Knightly E.W., “Egress
admission control,” IEEE Infocom, vol. 3, pp.
1471–1480, 2000.

[7] Choi B.Y., Song S., Birch N. and Huang J.,
“Probabilistic approach to switched Ethernet for
real-time control applications,” in Proc. 7th IEEE
Int. Conf. on Real-Time Computing Systems and
Applications, Dec. 12–14, 2000, pp. 384–388.

[8] Cisco Systems,”packet-switching performance
over the Fast EtherChannel bundle” Cisco
Publication , 2003.

[9] Daoud R., Elsayed H., Amer H. and Eid S.,
“Performance of Fast and Gigabit Ethernet in
Networked Control Systems,” IEEE Proceedings
of International MWSCAS, 27-30 December
2003.

[10] Dolezilek D., “Case Study of a Large
Transmission and Distribution Substation
Automation Project”, Schweitzer Engineering
Laboratories, Inc., Pullman, WA USA, 1999.

[11] Eric Y. and Herman C., “Introduction to TCP/IP
Offload Engine (TOE)”, available at:
www.cse.ohio-
state.edu/~panda/788/papers/1d_gigabit.pdf,2003
.24.

[12] EtherCAT—Ethernet for Control Automation
Technology [Online].Available:
http://www.ethercat.org/

[13] ETHERNET Powerlink [Online]. Available:
http://www.ethernet-powerlink.com/

[14] EtherNet/IP [Online]. Available:
http://www.ethernet-ip.org/

[15] Fan X.,  Jonsson M. and Hoang H., “Efficient
many-to-many real-time communication using an
intelligent Ethernet switch,” in Proc. 7th IEEE
Int. Symp. Parallel Architectures, Algorithms and
Networks (ISPAN), 2004.

[16] Foundation Fieldbus High Speed Ethernet
[Online]. Available: http://www.fieldbus.org/

[17] Georges J.P., Rondeau E., and Divoux T.,
“Evaluation of switched Ethernet in and
industrial context by using the network calculus,”
in Proc. 4th IEEE Int. Workshop on Factory
Communication Systems (WFCS), 2002, Aug.
28–30, 2002, pp. 19–26.

[18] Hiller K., “LAN switching: Overview”, Gartner
Research Inc., (2002).

[19] Hoang H. and Jonsson M., “Switched real-time
Ethernet in industrial applications—deadline
partitioning,” in Proc. 9th Asian Pacific Conf.
Communication, Penang, Malaysia, Sept. 2003.

[20] IDA (Interface for Distributed Automation)
[Online]. Available: http://www.ida-group.org/

[21] Jasperneite J., Neumann P. , Theis M., and
Watson W., “Deterministic real-time

communication with switched Ethernet,” in 4th
IEEE Int. Workshop on Factory Communication
Systems (WFCS), 2002, Aug. 28–30, 2002, pp.
11–18.

[22] Jasperneite J. and  Neumann P., “Switched
Ethernet for factory communication,” in Proc. 8th
IEEE Conf. Emerging Technologies and Factory
Automation (ETFA), 2001, pp. 205–212.

[23] Koubaa A. and Song Y., “Evaluation and
improvement of response time bounds for real-
time applications under non preemptive fixed
priority scheduling,” Int. J. Prod. Res., vol. 42,
no. 14, pp. 2899–2913, 2004.

[24] Kweon S.K., Shin K.G., and Workman G.,
“Achieving real-time communication over
Ethernet with adaptive traffic-smoothing,” in
Proc. 6th IEEE Conf. Real-Time Technology and
Applications Symposium, RTAS, Washington
DC, May 2000.

[25] Lee K. and Lee S., “Performance Evaluation of
Switched Ethernet for Networked Control
Systems,” in Proc. IEEE 28th Int. Con. Industrial
Electronics, Control, and Instrumentation
(IECON), Industrial Electronics Soc., 2002, pp.
3170–3175.

[26] Löser J. and Hártig H., “Low-latency hard real-
time communication over switched Ethernet,” in
Proc. 16th Euromicro Conf. Real-Time
Systems,ECRTS 2004, 30 June–2 July 2004, pp.
13–22.

[27] Paith P., ,”transmission Network Protection
(Theory and Practice)”, MARCEH DEKKER
publishing, 1998.

[28] Potter D., “Using Ethernet for Industrial I/O and
Data Acquisition”, National Instruments
Corporation, 1999.

[29] PROFINET IRT [Online]. Available:
http://www.profibus.com.

[30] Sample Specification: Substation Automation
(SA), High-Voltage Transmission Substation,
2003, available at: www.abb.com

[31] Sem-Jacobsen F.O., Reinemo S.A., Skeie T., and
Lysne O., “Achieving flow level QoS in cut-
through networks through admission control and
DiffServ,” in Proc. 2004 Int. Conf. Parallel and
Distributed Processing Techniques and
Applications (PDPTA 2004), Las Vegas, NV,
USA, 2004, vol. 3, pp. 1084–1090.

[32] Skeie T.,  Johannessen S., and Holmeide Ø.,
“The Road to an End-to-End Deterministic
Ethernet,” in Proc. 4th IEEE Int. Workshop on
Factory Communication Systems  (WFCS), Sep.
2002.

[33] Skeie T.,  Johannessen S., and Holmeide Ø.,
“Timeliness of Real-Time IP Communication in
Switched Industrial Ethernet Networks “,IEEE
Transactions On Industrial Informatics, Vol. 2,
No. 1, February 2006.

www.cse.ohio-
http://www.ethercat.org/
http://www.ethernet-powerlink.com/
http://www.ethernet-ip.org/
http://www.fieldbus.org/
http://www.ida-group.org/
http://www.profibus.com
www.abb.com


28 International Arab Journal of e-Technology, Vol. 2, No. 1, January 2011

[34] Skeie T.,  Johannessen S., and Brunner C.,
“Ethernet in Substation Automation ,”IEEE
Control Syst. Mag., vol. 22, no. 3, pp. 43–51,
Jun,2002.

[35] Song y., Koubaa A., and Simonot F., “Switched
Ethernet for real-time industrial communication:
modeling and message buffering delay
evaluation,” in Proc. 4th IEEE Int. Workshop on
Factory Communication Systems (WFCS), 2002,
Aug. 28–30, 2002, pp. 27–35.

[36] Zaniewski D. ,  “Managing Multicast Messages
In Ethernet/Ip Networks To Deliver Time-
Critical Data” ,Rockwell Automation, Presented
at the ODVA CIP Networks Conference & 10th
Annual Meeting, November 16-18, 2004.

Qutaiba Ali was born in Mosul,
Iraq, on October, 1974. He received
the B.S. and M.S. degrees from the
Department of Electrical
Engineering, University of Mosul,
Iraq, in 1996 and 1999, respectively.
He received his Ph.D. degree from

the Computer Engineering Department, University of
Mosul, Iraq, in 2006. Since 2000, he has been with the
Department of Computer Engineering, Mosul
University, Mosul, Iraq, where he is currently an
assistance professor. His research interests include
computer networks analysis and design, embedded
network devices and network security. Dr. Ali
instructed many topics (for Post and Undergraduate
stage) in computer engineering field during the last ten
years and has many publications (more than 33) in
numerous journals and conferences. He acquires many
awards and appreciations form different parties for
excellent teaching and extra scientific research efforts.
Also, he was invited to join many respectable scientific
organizations such as IEEE, IENG ASTF, WASET and
many others. He was participate (as technical
committee member) in eleven IEEE conferences in
USA, Malaysia, South Korea, China and Egypt and
joined the editorial board of five scientific international
journals.

Basil Shukr Mahmood: was born
in Mosul, Iraq, on 1953. He received
the B.S. and M.S. degrees from the
Department of Electrical
Engineering, University of Mosul,
Iraq, in 1976 and 1979, respectively.
He received his Ph.D. degree in
1996 in processor architecture for

fractal signals. He published more than 35 papers,
supervised 11 Ph.D. thesis and 18 M.Sc. dissertations
in the fields: real time systems, computer architecture,
operating system, image processing and other related

subjects. Now, he is the dean of college of electronics
in the University of Mosul.


