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Abstract: The distribution of on-line applications among network nodes may require obtaining acceptable results from data 
analysis of multiple sensors. Such sensors data is probably heterogeneous, inconsistent, and of different types. Therefore, 
multiple sensor data fusion is required. Here, there are many levels of information fusion (from low level signals to high level 
knowledge). Agents for monitoring application field events could be used to dynamically react to those events and to take 
appropriate actions. In a dynamic environment even a single agent may have varying capabilities to sense that environment. 
The situation becomes more complex when various heterogeneous agents need to communicate with each other. Ontologies 
offer significant benefits to multi-agent systems. The benefits as such are interoperability, reusability, support for multi-agent 
systems development activities such as system analysis and agent knowledge modeling. Ontologies support multi-agent systems 
operations such as agent communication and reasoning. The proposed agent based model in this paper can afford a promising 
model for obtaining acceptable information in case of multiple sensors. 
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1. Introduction 
Most modern organizations have a number of  
on-line applications and multiple data sources, 
distributed among the nodes of their information 
systems networks. In these applications, information 
fusion processes exploit a dynamic target situation 
picture produced by multi-sensor fusion, combining its 
information with relevant a priori information, in order 
to refine and interpret a battlefield situation picture [3, 
4, 13]. Ultimately, this semi-automatic intelligence 
interpretation process aims at delivering a 
comprehensive picture of the opponents’ options and, 
based on an evaluation of these options; suggest their 
likely intentions [3, 4, 13]. 

In real world applications software agents often 
have to be equipped with higher level cognitive 
functions that enable them to reason, act and perceive 
in changing, incompletely known and unpredictable 
environments [11, 12]. One of the major tasks in such 
circumstances is to fuse information from various data 
sources. 

There are many levels of information fusion, 
ranging from the fusing of low level sensor signals to 
the fusing of high level, complex knowledge structures 
[11]. In a dynamically changing environment even a 
single agent may have varying abilities to perceive its 
environment which are dependent on particular 
conditions. The situation becomes even more complex 
when different  agents have different perceptual 
capabilities and need to communicate with each other. 

 

 The proposed model integrates methods related to 
different fusion "levels" [2], specially multi-sensor and 
reactive multi-sensor management. The information 
fusion methodology integrated into proposed model 
rests on a few basic principles, i.e., cooperation 
between methods on different fusion levels with a 
coupling between a qualified synthetic environment 
and models of sensor behavior and communication 
between agents.  

Also, reasoning about data with uncertainty is 
necessary in a growing number of applications and 
especially for such applications where the basic data 
sources correspond to sensors of multiple types and 
where the generated data are heterogeneous [14, 15, 
16]. Data from such sensor sources are often associated 
with some level of uncertainty. To obtain acceptable 
results from the analysis of data from multiple sensors, 
multiple sensor data fusion is required. For this reason 
Chang [14] introduced acquired spatial/temporal 
information from the sensors. It was accomplished by 
means of a spatial/temporal query language. 

The paper is structured as follows: Section 2 
explains some definitions about data/information 
fusion, explains some background information about 
agent environment and some basic definitions. Section 
3 illustrates the proposed model idea and architecture 
and finally section 4 contains conclusion. 

2. Background 
Data fusion according to Joint Directors of 
Laboratories (JDL) is a multifaceted process dealing 
with the automatic detection, association, correlation, 
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estimation, and combination of data and information 
from single and multiple sources [2, 5]. 
   Figure 1 comprises four levels, which form a 
hierarchy of processing. Level  1 is object refinement 
the product from this level is situation picture. Level 2 
is situation refinement the product from this level is 
situation assessment. Level 3 is threat refinement the 
product from this level is threat assessment. Level 4 is 
process refinement the product from this level is 
performance assessment. It is clear from this model 
Information fusion, should be above the sensor level, 
to include situation refinement, impact assessment and 
process refinement [6, 7]. 
 

 
 

Figure 1. Levels of Data Fusion 
 

Level 1, is performed "object refinement", which is 
an iterative process of fusing data to determine the 
identity and other attributes of entities and also to build 
tracks to represent their behavior. The term entity 
refers here to a distinct object. A track is usually 
directly based on detections of an entity, but can also 
be indirectly based on detecting its actions (i.e., 
tracking).  

Functions of level 1 are data alignment, association, 
tracking, and identification. Data alignment means 
project data into a common reference frame. 
Association is sort or correlate observations into 
groups, each group represents single entity.  Tracking 
refers to the estimation of the position and velocity of 
the entity. Identification seeks to better identify/ 
describe the entity.  Level 2 performs "situation 
refinement", which is an iterative process of fusing the 
spatial and temporal relationships between entities to 
group them together and form an abstracted 
interpretation of the patterns in the order of battle data. 
Level 3 performs "threat refinement", which is an 
iterative process of fusing the combined activity and 
capability of enemy forces to infer their intentions and 
assess the threat that they pose. Level 4 performs 
"process refinement", which is an ongoing monitoring 
and assessment of the fusion process to refine the 
process itself and to regulate the acquisition of data to 
achieve optimal results. Level 4 interacts with each of 
the other levels. 

Another definition of data fusion is as follows. Data 
fusion is a framework in which are expressed the 

means and tools for the amalgamation or alliance of 
data originating from different sources. It aims at 
obtaining best information; depending upon the 
business area. In some cases, information quality may 
be replaced by information efficiency.  This definition 
emphasizes on the framework and on the fundamentals 
in remote sensing underlying data fusion instead of on 
the tools. Note that in this definition, the different 
observation modalities of one sensor, e.g., 
multispectral channels are to be considered as different 
sources [6, 7].  

2.1. Data Fusion Domain 
Efficient management of resources (i.e., sensing, 
computing, and communications) through data fusion 
domain is important to the success of on-line 
applications with multiple data sources. Traditionally, 
resource management in a data fusion process is 
treated as a separate component that is part of the so-
called level  4 process refinement as defined in the JDL 
[2, 5] data fusion process model as shown in Figure 2. 
Consequently, the designs of resource management 
techniques are focused on ensuring the timely delivery 
and processing of data/information to support the data 
fusion processes for source processing and level 1–3 
fusions.  
 

 
 Figure 2. Data Fusion Levels and Resource Management 

2.2. Properties of Data Fusion 
In this section data fusion properties are introduced 
under the assumptions the sources of information are 
aligned and associated. 
 

1. Fusion of attributes  
Fusion of attributes consists of merging the 
attributes of a same object, derived from two 
representations (XS(1))t and (XS(2))t at instant t 
obtained by means of the sources of information 
S(1) and S(2), in order to obtain new attributes in 
the space of sources S = S(1) U S(2).  
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2. Fusion of analysis 
Fusion of analysis consists of aggregating 
representations (XS(1))t and  (XS(2))t, into a new 
representation (XS)t, then in generating an analysis 
or interpretation of the object for further use at 
instant (t+1), or at step i in an iterative process.  

3. Fusion of representations  
Fusion of representations is defining and performing 
meta-operations applicable to representations 
(XS(1))t and (XS(2))t , to obtain a new 
representation (XS)t. Fusion of representations 
includes fusion of decisions. This fusion of 
representations may be performed at any moment, 
i.e. combined with other types of fusion.  
 

This implies that fusion may operate at any of the three 
semantic levels: measurements (fusion of 
measurements), attributes (fusion of attributes) and 
rules (fusion of decision or rules), with possible 
crossings between levels. These properties take impact 
on the design of the architecture of a fusion system, on 
the selection of tools, suite of software and hardware 
(processing issues), communications (topological 
issues) and on the design of innovative procedures.  

2.3. Definitions 
An agent is an encapsulated computer system, situated 
in some environment, and capable of autonomous 
action in that environment in order to meet its design 
objectives [8].  Sometimes we said that Intelligence is 
to have the ability to solve problems and another 
thinking is consider any machine or program to be 
intelligent if it can act like human (turing test). 
   An intelligent agent is an encapsulated computer 
system, situated in some environment, and capable of 
flexible autonomous action in that environment in 
order to meet its design objectives. But sometimes 
humans take wrong decisions so we need another 
definition for agent. An autonomous agent is a system 
situated within and a part of an environment that 
senses that environment and acts on it, over time, in 
pursuit of its own agenda and so as to effect what it 
senses in the future. Autonomy means that agents are 
able to act without the intervention of humans or other 
systems: they have control both over their own internal 
state, and over their behavior. Mobile agent is a 
program that can migrate from a starting host to many 
other hosts in a network of heterogeneous computer 
systems and fulfill a task specified by its owner. 
During the self-initiated migration, the agent carries all 
its code and data, and in some systems also some kind 
of execution state. Multi-agent System (MAS) is such a 
system that consists of a group of agents that can 
potentially interact with each other. MAS 
characteristics are:  
• Agents must communicate with each others. 
• Agents must achieve their goals. 
• Agents must have a strategic plan.  

MAS Environments: 
• Multi-agent environments must provide an 

infrastructure specifying how communications and 
interactions protocols will be.  

• Multi-agent environment are most probably open 
and have no centralized design.  

• Multi-agent environments contain agents that are 
autonomous and distributed, and may be self-
interested or cooperative.  

MAS environment provides an infrastructure 
specifying the regulations that agents follow to 
communicate and to understand each other, thereby 
enabling knowledge sharing [8]. 
   Infrastructure deals with the following aspects: 
ontology, communication protocols and interaction 
protocols. Ontology is simply a specification of the 
objects, concepts, and relationships in an area of 
interest [18].  Communication protocols enable agents 
to exchange and understand messages. Interaction 
protocols enable agents to have conversations, which 
for our purposes are structured exchanges of messages. 

The subject of ontology is the study of the 
categories of things that exist or may exist in some 
domain [20]. Ontology denotes an artifact that is 
designed for a purpose, which is to enable the 
modeling of knowledge about some domain, real or 
imagined.  It is a pair O=(S, A) where S is an 
ontological signature (terms that lexicalize concepts 
and the relations between concepts) and A is an 
ontological axioms (restricting the intended meaning of 
the terms included in the signature) [19]. Also, we can 
say ontology is a catalog of the types of things that are 
assumed to exist in a domain of interest D from the 
perspective of a person who uses a language L for the 
purpose of talking about D. The types in the ontology 
represent the predicates, word senses, or concept and 
relation types of the language L when used to discuss 
topics in the domain D. An uninterpreted logic, such as 
predicate calculus, conceptual graphs, or KIF, is 
ontologically neutral. It imposes no constraints on the 
subject matter or the way the subject may be 
characterized. By itself, logic says nothing about 
anything, but the combination of logic with an 
ontology provides a language that can express 
relationships about the entities in the domain of 
interest. An informal ontology may be specified by a 
catalog of types that are either undefined or defined 
only by statements in a natural language [20]. A formal 
ontology is specified by a collection of names for 
concept and relation types organized in a partial 
ordering by the type-subtype relation. Formal 
ontologies are further distinguished by the way the 
subtypes are distinguished from their supertypes: an 
axiomatized ontology distinguishes subtypes by 
axioms and definitions stated in a formal language, 
such as logic or some computer-oriented notation that 
can be translated to logic; a prototype-based ontology 



 Information Fusion Using Ontology-Based Communication between Agents                                                                             21 
 

 
distinguishes subtypes by a comparison with a typical 
member or prototype for each subtype [20].  

Tom Gruber [19] said “ontologies are part of the 
W3C standards stack for the semantic web, in which 
they are used to specify standard conceptual 
vocabularies in which to exchange data among 
systems, provide services for answering queries, 
publish reusable knowledge bases, and offer services to 
facilitate interoperability across multiple, 
heterogeneous systems and databases. The key role of 
ontologies with respect to database systems is to 
specify a data modeling representation at a level of 
abstraction above specific database designs (logical or 
physical), so that data can be exported, translated, 
queried, and unified across independently developed 
systems and services.  Successful applications to date 
include database interoperability, cross database 
search, and the integration of web services”. 

3. The Proposed Model 
The main objective of the proposed model in this work 
is to share information in real-time. Also, the proposed 
model emphasizes integrated fusion architectures for 
handling diversity of input sources rather than 
mathematical foundation only of information fusion. It 
is designed as a multi-agent system. This model 
consists of: 
 

1. Data Warehousing for integrating schema 
2. A spatial/temporal query agent to provide the 

retrieval and fusion of different information from 
real-time sources and existing databases. Textual 
query interface will be provided for users based on 
an SQL-Like query language, which allows the 
users to specify powerful spatial/temporal queries 
for multiple data sources [1]. 

3. The reasoner agent that requires information from 
ontology. Results from the reasoner agent can, 
however, are handled in various ways [11] [14] 
[18]. If the result has a high degree of certainty it is 
returned to the user. Otherwise a request is sent to 
the on-line application sensors to collect more 
information. It includes some element of fusion 
since data from new data sources must should be 
considered and integrated. 

4. Some Data / Knowledge Stores 
 

The prototype, as such, could be easily used to 
obtain a large-scale distributed intelligent system that 
can exploit both quantitative and qualitative data 
and/or information. This model considering the 
existing aspects of information fusion functions, object 
assessment and partly situation assessment are the two 
aspects of fusion that are jointly carried out by 
spatial/temporal query agent and reasoner agent. The 
system agents will communicate using KQML. Since 
KQML provides ontology, it represents an appropriate 

choice for specifications unification, concept 
integration and information fusion. 

This model considering the existing aspects of 
information fusion functions, object assessment and 
partly situation assessment are the two aspects of 
fusion that are jointly carried out by spatial/temporal 
query agent and reasoner agent.  
The proposed system, Figure 3, aims at providing 
information fusion by making use of ontology-based 
communication massages between agents. It consists 
of four levels real time data warehousing, 
spatial/temporal query agent, reasoner agent, and data / 
knowledge stores. 

A spatial/temporal query agent acts as query 
processor. The query processor first performs a query 
to produce some initial results. If the initial results are 
uninformative then the reasoner agent guided by the 
user creates a more elaborate query by means of some 
rule and returns the query to the query processor. The 
query processor executes it and returns a more 
informative answer. Rules may be initially specified by 
the user and subsequently learned by the reasoner 
agent.  

This model intended to handle objects that are 
uninformative belief values. To accomplish this, any 
information peculiar to an object in the application 
domain must be stored in the ontology, and any 
information peculiar to spatial/temporal reasoning 
must be stored in the rule base. 

In a dynamically changing environment even a 
single agent may have varying abilities to perceive its 
environment which are dependent on particular 
conditions. The situation becomes more complex when 
different agents have different capabilities and need to 
communicate with each other. 

This model proposes a framework that provides 
agents with the ability to fuse both low and high level 
approximate knowledge in the context of dynamically 
changing environments while taking account of 
heterogeneous and contextually limited perceptual 
capabilities. 

3.1. Data Warehousing (Schema Integration) 
The amount of digital information that is recorded and 
stored from sensor data in the distributed on-line 
applications such as tactical battlefield applications has 
been increasing at a tremendous rate [6, 7]. Common 
data formats for storage include commercial relational 
database engines. The one common element among all 
these applications is the fact that they must make use 
of data of multiple types and origins in order to 
function most effectively. This need emphasizes the 
demand for integration tools that allow such 
applications to make effective use of diverse data sets 
by supporting the querying of tailored information 
subsets. 
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In data warehousing, there is an initial setup phase 
during which relevant information is extracted from 
different sensor data sources, transformed and cleansed 
as necessary, fused with information from other 
sources, and then loaded into the proposed centralized 
data source.  

In the proposed model data warehouses is a real 
time. Data warehouses at this stage are updated on a 
transaction or event basis, every time an operational 
system performs a transaction. 
 

3.2. Spatial/temporal Query Agent  
 

In the spatial/temporal query agent the query processor 
performs a query to produce some initial results. If the 
initial results are uninformative then the Reasoner 
agent creates a more elaborate query by means of some 
rule and returns the query to the spatial/temporal query 
agent. The query processor executes it and returns a 
more informative answer. Rules may be initially 
specified by the user and subsequently learned by the 
Reasoner agent. 

The result of a query processor is generally the 
object types requested by the user including the 
attributes (e.g., color, size, etc.) and status values of 
these objects (e.g., position, orientation or speed, etc.), 
if requested. The difference between an attribute and a 
status value is basically that an attribute is not subject 
to change in the short range of time, that is, the color of 
a vehicle may change but not within the time frame of 
concern to the user. Status values may change within a 
very short time frame that may be less than seconds, 
such as the position and speed of a vehicle. The 
motivation for these two categories is to allow the 
system to use the attributes for object recognition and 
the status variables for reasoning about the object 
behavior. 

Query processor returns all the information of the 
type attribute associated with a belief value. The belief 
values are the result of a matching process in the object 
recognition process. In the most general case the belief 
values are just given for the object types and from each 
type of sensor data and eventually there is also a belief 
value given as a result of the fusion process that takes 
place for the majority of the queries; this is due to the 
use of multiple sensor data sources. To determine the 
source data quality for a certain area of interest the 
corresponding meta-data will be required. 

3.3. Reasoner Agent 
In this model, an interactive reasoner agent with 
learning capability is presented. Results from the 
reasoner agent can, however, are handled in various 
ways. If the result has a high degree of certainty it is 

 
Figure 3. The proposed system  

 
returned to the user [9, 17]. Otherwise a request is sent 
to the sensors to collect more information. This is 
followed by a rerun of the query. Besides this, 
background information may be accessed from other 
sources. Reasoner agent will take care of the query 
results that may be difficult to interpret while 
considering the context-dependent background 
information. Reasoner agent must also include some 
element of fusion since data from additional data 
sources should also be considered and integrated.  
The reasoner agent accepts the output from the query 
agent, and selects a reasoning rule. The reasoner 
selects an applicable rule R on space S, which is the 
cartesian product of the sub-spaces. Sub-spaces include 
1) sources, 2) objects to be recognized, 3) attributes of 
objects, 4) time, 5) location and 6) semantic relations. 

3.4. Data / Knowledge Stores 
In this section three different types of data/knowledge 
stores have been identified pattern database, meta 
database, and ontology. Here three tasks of 
data/knowledge stores 1) is concerned with how to 
improve the result of the original query by considering 
other aspects of the sensor data sources, 2) is 
concerned with how to associate different object 
instances with each other, and 3) is concerned with 
queries that need to inspect the dependency tree from 
the last user query. All previous tasks are related to 
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iterative information fusion process that also includes 
empirical learning.  

3.4.1. Pattern Database  

In the proposed model we describe the typical tasks for 
information fusion, which can be grouped into 
different types. The query patterns are retrieved 
dynamically. The reasoning process as carried out here 
depends on whether the belief values that are output 
from any user query has got a value that is 
uninformative. The reasoner agent will match the 
query patterns in the set of patterns with the current 
query. The matched query patterns are sent to the 
query processor as well as the query result. Finally 
query patterns are synthesized by learner and saved in 
the pattern database. 

Initially the system has no query patterns in the 
query pattern set. Once a query is completed, then a 
new query pattern is generated and appended to the 
query pattern set.  

3.4.2. Meta Database 

Meta data is needed for two reasons. First, meta data 
determines the background information. Second, it is 
used to determine the source data quality for a certain 
area of interest the corresponding meta-data will be 
required.  

Input to information fusion reasoning step is mainly 
the output that may include the dependency tree 
information, from the query processor, the context 
information and the metadata. The meta-data is used to 
select the portion of the context information that 
corresponds to the area of interest. 
 
3.4.3. Ontology 
 

Besides being rule driven the reasoner agent also 
requires information from ontology. Any information 
peculiar to an object in the application domain must be 
stored in the ontology, and any information peculiar to 
spatial/ temporal reasoning must be stored in the rule 
base. The ontology basically is used for logical 
description of all possible data sources that can be used 
to deliver input data to the queries. Figure 4 presents 
ontology-based fusion use case diagram.  

Ontology mapping can be defined as morphism 
from ontology to another. It is a collection of functions 
assigning the symbols used in one vocabulary to the 
symbols of the other [21]. 
O1 = (S1, A1) to O2 = (S2, A2)  
A morphism: f: S1→S2 such that A2 ⊨ f (A1),   
A2 is a set of binary relations between the ontological 
signatures inclusion (⊑) and equivalence (≡) relations 
in this case all interpretations that satisfy O2’s axioms 
also satisfy O1’s translated axioms  
Ontology alignment is the task of establishing a 
collection of binary relations between the vocabularies 

 
Figure 4. Ontology-based fusion use case diagram [10]. 

 

 

 
Figure 5. Ontology alignments [21]. 

 
of two ontologies, i.e., pairs of ontology mappings. 
Here ontology alignment articulates a set of binary 
relations (inclusion (⊑) and equivalence (≡)) between 
the ontological signatures (i.e.  Signatures imply an 
alignment of the two ontologies). Instead of aligning 
two ontologies “directly” through their signatures, we 
may specify the alignment of two ontologies O1 and O2 
by means of a pair of ontology mappings from 
intermediate source ontology O  as shown in Figure 5. 3

Ontology matching is the computation of similarity 
functions towards discovering similarities between 
ontology concepts or/and properties pairs using 
combinations of lexical, structural, and semantic 
knowledge.  
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4. Conclusion 
 

In this work we tried to introduce a clear view of the 
information fusion using ontology based 
communication between agents. Having, this view of 
the problem, may give you an effective solutions to the 
problem of data fusion from multiple sensors. 

This paper presents an ontology-based system using 
multi-agent. Spatial/temporal query agent performs a 
query to produce some initial results. Reasoner agent 
can be viewed as a progressive query language 
processor, since the input to this agent is the output 
from a query processor to process queries for data from 
multiple sensors.  

Also, in this paper, we have proposed a framework 
to fuse both low and high level approximate 
knowledge in the context of dynamically changing 
environments as well as heterogeneous and 
contextually limited perceptual capabilities. 
Finally, the proposed model provides a first step 
towards such an information fusion infrastructure. It 
has possible to be an environment capable to easy 
integration of new tools and modifying the behavior of 
some other existing tools to provide suitable analysis to 
various data sources. 
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